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Abstract This paper is devoted to the study of solutions for multi-choice games which
admit a potential, such as the potential associated with the extended Shapley value proposed
by Hsiao and Raghavan (Int J Game Theory 21:301–302, 1992; Games Econ Behav 5:240–
256, 1993). Several axiomatizations of the family of all solutions that admit a potential are
offered and, as a main result, it is shown that each of these solutions can be obtained by
applying the extended Shapley value to an appropriately modified game. In the framework
of multi-choice games, we also provide an extension of the reduced game introduced by Hart
and Mas-Colell (Econometrica 57:589–614, 1989). Different from the works of Hsiao and
Raghavan (1992, 1993), we provide two types of axiomatizations, one is the analogue of
Myerson’s (Int J Game Theory 9:169–182, 1980) axiomatization of the Shapley value based
on the property of balanced contributions. The other axiomatization is obtained by means of
the property of consistency.

Keywords Multi-choice games · Shapley value · Potential · Balanced contributions ·
Consistency
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1 Introduction

A multi-choice TU game, introduced by Hsiao and Raghavan [5,6], is a generalization of
a traditional TU game. In a traditional TU game, each player is either fully involved or not
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involved at all in participation with some other agents, while in a multi-choice game, each
player is allowed to participate with finite many different activity levels. As we knew, solu-
tions on multi-choice games could be applied in many fields such as economics, political
sciences, accounting, and even military sciences.

The Shapley value ([17]) is a well-known solution concept in cooperative game theory.
It shows a vector whose elements are players’ share derived from several reasonable bases.
There are several branches of solutions for multi-choice games that are extensions of the
Shapley value. Here we apply the solution for these games proposed by Hsiao and Raghavan
[5,6], which we name as the H&R Shapley value.

Several characterizations from TU game theory are as follows. Hart and Mas-Colell [4]
introduced the potential approach to TU games. In consequence, they proved that the Shapley
value can be formulated as the vector of marginal contributions of a potential. Also, the
potential approach was showed to yield a characterization for the Shapley value, particularly
in terms of an internal consistency property. Subsequent to this remarkable work, Ortmann
[13,14] and Calvo and Santos [1] characterized the family of all solutions for TU games that
admit a potential. Precisely, Ortmann [13,14] demonstrated the equivalent relations between
the potentializability of a solution, the balanced contributions property and the path indepen-
dence property. Calvo and Santos [1] showed that any solution that admits a potential turns
out to be the Shapley value of an auxiliary game. Our results are closely related to these
results.

Consistency, originally introduced by Harsanyi [3] under the name of bilateral equilib-
rium, is a crucial property of solutions in the axiomatic formulation of standard games.
Consistency allows us to deduce, from the desirability of an outcome for some problem, the
desirability of its restriction to each subgroup for the associated reduced game the subgroup
faces. If a solution is not consistent, then a subgroup of agents might not respect the original
compromise but revise the payoff distribution within the subgroup. The fundamental prop-
erty of solutions has been investigated in various classes of problems by applying reduced
games always. Various definitions of a reduced game have been proposed, depending upon
exactly how the agents outside of the subgroup should be paid off. Sobolev [18] and Peleg
[15,16] axiomatized the prenucleolus, the prekernel and the core, respectively, by means
of consistency which respect to the reduced game due to Davis and Maschler [2]. Moulin
[11] introduced an alternative version of a reduced game in the context of quasi-liner cost
allocation problems. Hart and Mas-Colell [4] introduced a version of a reduced game to
axiomatize the Shapley value, and so on. For discussion of this axiom, please see Thomson
[19].

There are two important factors, the players and their activity levels, for multi-choice
games. Inspired by Hart and Mas-Colell [4], Hsiao et al. [7] introduced the level reduced
game by reducing the number of the activity levels to characterize the H&R Shapley value.
Inspired by Davis and Maschler [2], Hwang and Liao [9] introduced the max-reduced game
by reducing the number of the players to characterize the multi-efficient core proposed by
Hwang and Liao [9].

In this paper, we continue and develop the works of Hart and Mas-Colell [4], Ortmann
[13,14] and Calvo and Santos [1] on multi-choice games. The main results in this paper are
as follows.

1. In Sect. 3, we show that the H&R Shapley value can be formulated as the vector of
marginal contributions of a potential function.

2. In Sect. 4, we characterize the family of all solutions for multi-choice games that admit
a potential, and show that any solution that admits a potential turns out to be the H&R
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Shapley value of an auxiliary game. After raising the condition of independence of indi-
vidual expansions, we provide the equivalent relations among the potentializability of a
solution, the properties of balanced contributions and path independence.

3. In Sect. 5, by reducing the number of the players, we introduce an extension of the reduced
game introduced by Hart and Mas-Colell [4] and define related property of consistency
on multi-choice games. Different from the potential approach of Hart and Mas-Colell
[4], we show that the H&R Shapley value satisfies related property of consistency based
on “dividend”.

4. Different from the axiomatizations of Hsiao and Raghavan [5,6] and Hsiao et al. [7],
we provide two different types of axiomatizations in Sect. 6. One is the analogue of
Myerson’s [12] axiomatization of the Shapley value by applying the property of bal-
anced contributions. The other is obtained by means of the property of consistency.

2 Definitions and notations

Let U be the universe of players and N ⊆ U be a set of players and suppose each player
i ∈ N has mi +1 ∈ N activity levels at which he can play. Let m = (mi )i∈N be the vector that
describes the number of activity levels for each player, at which he can actively participate.
For i ∈ U , we set Mi = {0, 1, . . . ,mi } as the action space of player i , where the action 0
means not participating, and M+

i = Mi\{0}. For N ⊆ U , N �= ∅, let M N = ∏
i∈N Mi be

the product set of the action spaces for players N . Denote 0N the zero vector in R
N .

A multi-choice game is a triple (N ,m, v), where N is a non-empty and finite set of players,
m is the vector that describes the number of activity levels for each player, and v : M N → R

is a characteristic function which assigns to each action vector x = (xi )i∈N ∈ M N the worth
that the players can obtain when each player i plays at activity level xi ∈ Mi with v(0N ) = 0.
If no confusion can arise a game (N ,m, v) will sometimes be denoted by its characteristic
function v.

Denote the class of all multi-choice games by MC . Given (N ,m, v) ∈ MC and x ∈ M N ,
we write (N , x, v) for the multi-choice subgame obtained by restricting v to {y ∈ M N | yi ≤
xi ∀i ∈ N } only.

Given (N ,m, v) ∈ MC , let L N ,m = {(i, j) | i ∈ N , j ∈ M+
i }. A solution on MC is a

map ψ assigning to each (N ,m, v) ∈ MC an element

ψ(N ,m, v) = (
ψi, j (N ,m, v)

)
(i, j)∈L N ,m ∈ R

L N ,m
.

Here ψi, j (N ,m, v) is the power index or the value of the player i when he takes action j to
play game v. For convenience, given (N ,m, v) ∈ MC and a solution ψ on MC , we define
that for all i ∈ N , ψi,0(N ,m, v) = 0.

To state the H&R Shapley value, some more notations will be needed. Given S ⊆ N ,
let |S| be the number of elements in S and let eS(N ) be the binary vector in R

N whose
component eS

i (N ) satisfies

eS
i (N ) =

{
1 if i ∈ S,
0 otherwise.

Note that if no confusion can arise eS
i (N ) will be denoted by eS

i .

Given (N ,m, v) ∈ MC , x ∈ M N and i ∈ N , we define ‖x‖ = ∑

k∈N
xk , S(x) = {k ∈ N |

xk �= 0} and Ai (x) = { j | x j �= m j , j �= i}.
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Definition 1 The H&R Shapley value γ is the solution on MC which associates with each
(N ,m, v) ∈ MC and each (i, j) ∈ L N ,m the value1

γi, j (v) =
j∑

k=1

∑

xi =k

x∈M N

⎡

⎣
∑

T ⊆Ai (x)

(−1)|T | 1

|S(x)| + |T \ S(x)|

⎤

⎦ [v(x)− v(x − e{i})].

Hwang and Liao [8] provided a representation of the H&R Shapley value by “divi-
dends”. The analogue of unanimity games for multi-choice games are minimal effort games
(N ,m, ux

N ), where x ∈ M N , x �= 0, defined by for all y ∈ M N ,

ux
N (y) =

{
1 if yi ≥ xi for all i ∈ N ;
0 otherwise.

Hsiao and Raghavan [5,6] showed that for (N ,m, v) ∈ MC it holds that v = ∑
x∈M N

x �=0N

ax ux
N ,

where ax = ∑
S⊆S(x)(−1)|S| v(x − eS).

For (N ,m, v) ∈ MC , the representation of γi, j (N ,m, v) with respect to “dividend” is
given by for all (i, j) ∈ L N ,m ,

γi, j (N ,m, v) =
∑

x∈M N

0<xi ≤ j

ax

|S(x)| .

The dividend ax is the so-called divided equally among the necessary players.

3 Potential

The potential approach is a successful tool in physics. For example, a vector field G is called
“conservative” if there exists a differentiable function g such that G is the gradient of g. The
function g is called the potential function for G. Many important vector fields, including grav-
itational fields and electric force fields, are conservative. The term “conservative” is derived
from the classic physical law regarding the conservation of energy. This law states that the
sum of the kinetic energy and the potential energy of a particle moving in a conservative
force field is constant.

In this section, we show that there exists a unique potential function on MC and moreover
the vector of marginal contributions of all players (according to this potential) coincides with
the H&R Shapley value.

For x ∈ R
N , we write xS to be the restriction of x at S for each S ⊆ N . Let N ⊆ U ,

i ∈ N and x ∈ R
N , for convenience we introduce the substitution notation x−i to stand for

xN\{i} and let y = (x−i , j) ∈ R
N be defined by y−i = x−i and yi = j . Moreover, let p ∈ N

and l ∈ Mp , x−i p to stand for xN\{i,p} and (x−i p, j, l) to stand for ((x−i , j)−p, l).
Given a function P : MC −→ R which associates a real number P(N ,m, v) to each

(N ,m, v) ∈ MC . For each (i, j) ∈ L N ,m , we define

Di, j P(N ,m, v) = P (N , (m−i , j), v)− P (N , (m−i , 0), v). (1)

1 Hsiao and Raghavan [5,6] restricted themselves to multi-choice games where all players have the same
number of activity levels and defined Shapley values using weights on the action, thereby extending ideas of
weighted Shapley values (cf. [10]). We only consider the symmetric case in this paper. Indeed, the weighted
case is an analog of the symmetric case.
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We will use an analogue of the definition of potential stated by Ortmann ([13], Definition
3.4):

Definition 2 A solutionψ on MC admits a potential if there exists a function Pψ : MC → R

satisfies for all (N ,m, v) ∈ MC , for all N �= ∅ and for all (i, j) ∈ L N ,m ,

ψi, j (N ,m, v) = Di, j P(N ,m, v).

Solutions that admit a potential assign a scalar evaluation to each game in such a way
that a player’s payoff is his marginal contribution to this evaluation. Moreover, a function
P : MC −→ R is said to be 0-normalized if for each N ⊆ U , P(N , 0N , v) = 0. And we
say it is efficient if it satisfies the following condition: For all (N ,m, v) ∈ MC ,

∑

i∈S(m)

Di,mi P(N ,m, v) = v(m). (2)

Hart and Mas-Colell [4] were the first to introduce the potential approach in cooperative trans-
ferable utility games. The following theorem is an extension of Theorem A in Hart and Mas-
Colell [4]. The arguments are adaptations of the original proofs of Hart and Mas-Colell [4].

Theorem 1 A solution ψ on MC admits a uniquely 0-normalized and efficient potential P
if and only if ψ is the H&R Shapley value γ on MC. For each (N ,m, v) ∈ MC and for each
(i, j) ∈ L N ,m

γi, j (N ,m, v) = Di, j P(N ,m, v).

Proof From Eqs. 1 and 2, it’s easy to see that Eq. 2 can be rewritten as

P(N ,m, v) = 1

|S(m)|

⎡

⎣v(m)+
∑

i∈S(m)

P (N , (m−i , 0), v)

⎤

⎦ . (3)

Starting with P(N , 0N , v) = 0, it determines P(N ,m, v) recursively. This proves the exis-
tence of the potential P , and moreover that P(N ,m, v) is uniquely determined by Eq. 2
(or Eq. 3) applied to (N , x, v) for all x ∈ M N . Let

P(N ,m, v) =
∑

x∈M N

x �=0N

ax

|S(x)| . (4)

It is easily checked that Eq. 2 is satisfied by this P; hence Eq. 4 defines the uniquely 0-nor-
malized and efficient potential. The result now follows since for all (i, j) ∈ L N ,m ,

γi, j (N ,m, v) =
∑

x∈M N

0<xi ≤ j

ax

|S(x)| .

This completes the proof. 
�

4 The equivalence theorem

In this section, we characterize the family of all solutions for multi-choice TU games that
admit a potential, and show that any solution that admits a potential turns out to be the
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multi-choice Shapley value of an auxiliary game. Also, under the condition of independence
of individual expansions, we provide the equivalent relations among the potentializability
of a solution, the properties of balanced contributions and path independence. To state the
equivalence theorem, some more definitions will be needed.

Definition 3 Let ψ be a solution on MC .

• Efficiency (EFF)2: For all (N ,m, v) ∈ MC ,
∑

i∈S(m)
ψi,mi (N ,m, v) = v(m).

• Balanced contributions (BC): For all (N ,m, v) ∈ MC and for all (i, ki ), ( j, k j ) ∈
L N ,m, i �= j ,

ψi,ki

(
N , (m− j , k j ), v

) − ψi,ki

(
N , (m− j , 0), v

)

= ψ j,k j (N , (m−i , ki ), v)− ψ j,k j (N , (m−i , 0), v).

• Independence of individual expansions (IIE) if for all (N ,m, v) ∈ MC and for all (i, j) ∈
L N ,m , j �= mi ,

ψi, j (N , (m−i , j), v) = ψi, j (N , (m−i , j + 1), v) = · · · = ψi, j (N ,m, v).

Some considerable weakenings of the previous definitions are as follows. Weak efficiency
(WEFF) simply says that for all (N ,m, v) ∈ MC with |S(m)| = 1, ψ satisfies EFF. Upper
balanced contributions (UBC) only requires that BC holds if ki = mi and k j = m j . Weak
independence of individual expansions (WIIE) simply says that for all (N ,m, v) ∈ MC with
|S(m)| = 1, ψ satisfies IIE.

Inspired by Myerson’s [12] axiomatization, we apply the balanced contributions property
to a multi-choice TU game. For any two players i, j and their activity levels ki , k j , the payoff
for the activity level ki of player i will arise difference when player j gets available the
activity level k j and player j retires from the game. Vice versa, the payoff for the activity
level k j of player j will arise difference when player i gets available the activity level ki

and player i retires from the game. What BC asserts is that the differences of payoff will be
equal. IIE asserts that whenever a player gets available higher activity level the payoff for all
original levels is not changed under the condition that other players are fixed.

In the framework of TU games, Ortmann [13] offered a characterization of the potential
by means of the path independence property. This characterization has its analogue in multi-
choice games. To see this, we introduce the following notation.

An admissible order for (N ,m, v) ∈ MC is a bijection σ : L N ,m → {1, . . . ,∑i∈N mi }
satisfying3 σ(i, j) < σ(i, j + 1) for all i ∈ N and j ∈ {1, . . . ,mi − 1}. The number of

admissible orders for (N ,m, v) is (
∑

i∈N mi )!∏
i∈N (mi !) . Let σ, σ ′ be admissible orders for (N ,m, v),

we say that σ ′ is a transposition of σ if there exist two adjacent numbers σ(i, h) and σ( j, k),
where (i, h), ( j, k) ∈ L N ,m with i �= j , such that σ ′ is obtained from σ by only switching
the two adjacent numbers, i.e., there exist (i, h), ( j, k) ∈ L N ,m with i �= j and σ( j, k) =
σ(i, h) + 1, such that σ ′(i, h) = σ( j, k), σ ′( j, k) = σ(i, h) and σ ′(p, q) = σ(p, q) for
all (p, q) ∈ L N ,m\{(i, h), ( j, k)}. Then it is well-known that every admissible order can be
transformed to another admissible order by applying transpositions.

Now let σ be an admissible order and let k ∈ {1, . . . ,∑i∈N mi }. The action vector that
is present after k steps according to σ , denoted by sσ,k , is given by for all i ∈ N ,

sσ,ki = max
({ j ∈ M+

i | σ(i, j) ≤ k} ∪ {0}).
2 The efficiency property was first introduced by Hsiao and Raghavan [5].
3 For convenience, σ(i, j) instead of σ(i, j).

123



J Glob Optim (2009) 45:597–613 603

Definition 4 A solutionψ on MC satisfies path independence (PI) if for all (N ,m, v) ∈ MC
and all admissible orders σ, σ ′ for (N ,m, v)

∑

i∈N

mi∑

j=1

[ψi, j (N , sσ,σ (i, j), v)− ψi, j−1(N , sσ,σ (i, j), v)]

=
∑

i∈N

mi∑

j=1

[ψi, j (N , sσ
′,σ ′(i, j), v)− ψi, j−1(N , sσ

′,σ ′(i, j), v)].

Definition 5 Given a solutionψ on MC and a game (N ,m, v) ∈ MC , we define the auxiliary
multi-choice TU game (N ,m, vψ) as follows: For all x ∈ M N ,

vψ(x) =
∑

i∈S(x)

ψi,xi (N , x, v).

Note that if ψ satisfies efficiency then v = vψ . Now, we state the main result in this
section.

Theorem 2 Let ψ be a solution on MC. The following are equivalent :

1. ψ admits a potential
2. ψ satisfies BC and WIIE
3. ψ satisfies UBC and IIE
4. ψ satisfies PI and IIE
5. For all (N ,m, v) ∈ MC, ψ(N ,m, v) = γ (N ,m, vψ).

Proof See the Appendix. 
�
In the framework of TU games, Theorem A in Calvo and Santos [1] presents that any

solution that admits a potential turns out to be the Shapley value of an auxiliary game. And
Corollary 3.4 in Calvo and Santos [1] shows that the equivalent relations among the poten-
tializability of a solution, the properties of balanced contributions and path independence.
In the framework of multi-choice games, Theorem 2 presents that any solution that admits a
potential turns out to be the H&R Shapley value of an auxiliary game. Hence, one might want
to characterize the family of all solutions that admit a potential using the (upper) balanced
contributions property or the path independence property. However, Theorem 2 shows that
besides the (upper) balanced contributions property or the path independence property, we
need a third property, the (weak) independence of individual expansions property.

5 Consistency

The “consistency” requirement may be described informally as follows: Let ψ be a solution
that associates a payoff to every activity level of player in every game. For any group of
players in a game, one defines a “reduced game” among them by considering the amounts
remaining after the rest of the players are given the payoffs prescribed by ψ . Then ψ is said
to be consistent if, when it is applied to any reduced game, it always yields the same payoffs
as in the original game.

Formally, given a solutionψ , (N ,m, v)∈ MC , and S ⊆ N , the reduced game (S,mS, v
ψ
S,m)

with respect to ψ , S and m is defined by

v
ψ
S,m(x) = v(x,m N\S)−

∑

i∈N\S

ψi,mi

(
N , (x,m N\S), v

)
,
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for all x ∈ M S . The definition and discussion follow closely the approach in Hart and
Mas-colell [4].

A solutionψ on MC satisfies consistency (CON) if for all (N ,m, v)∈ MC , for all S ⊆ N ,
for all i ∈ S and for all j ∈ M+

i ,

ψi, j (S,mS, v
ψ
S,m) = ψi, j (N ,m, v).

It is known that each (N ,m, v) ∈ MC can be expressed as a linear combination of minimal
effort games and this decomposition exists uniquely. The following lemma relates the relation
of coefficients of expressions between (N ,m, v) and (S,mS, v

γ

S,m).

Lemma 1 Let (N ,m, v) ∈ MC,∅ �= S ⊆ N. Let
(
S,mS, v

γ

S,m

)
be the reduced game of

(N ,m, v)with respect to γ ,S and m. If v = ∑

x∈M N

x �=0N

ax (v) ·ux
N , then vγS,m can be expressed to be

v
γ

S,m =
∑

y≤mS
y �=0S

ay(v
γ

S,m

) · uy
S,

where for each y ≤ mS, y �= 0S,

ay(v
γ

S,m

) =
∑

t≤mSc

|S(y)|
|S(y)| + |S(t)| · a(y,t)(v).

Proof Let (N ,m, v) ∈ MC , ∅ �= S ⊆ N . Let (S,mS, v
γ

S,m) be the reduced game of
(N ,m, v) with respect to γ , S and m. For each y ≤ mS and y �= 0S ,

v
γ

S,m(y) = v(y,mSc )− ∑

k∈Sc
γk,mk (N , (y,mSc ) , v)

= ∑

k∈S(y)
γk,yk (N , (y,mSc ) , v)

= ∑

k∈S(y)

∑

z≤(y,mSc )

0<zk≤yk

az(v)
|S(z)|

= ∑

k∈S(y)

⎡

⎢
⎣

∑

z≤(y,mSc )

zk=1

az(v)
|S(z)| + · · · + ∑

z≤(y,mSc )
zk=yk

az(v)
|S(z)|

⎤

⎥
⎦

= ∑

k∈S(y)

⎡

⎢
⎣

∑

p≤y
pk=1

∑

t≤mSc

a(p,t)(v)
|S(p)|+|S(t)| + · · · + ∑

p≤y
pk=yk

∑

t≤mSc

a(p,t)(v)
|S(p)|+|S(t)|

⎤

⎥
⎦

= ∑

p≤y

∑

t≤mSc

|S(p)|
|S(p)|+|S(t)| · a(p,t)(v).

Set ā y = ∑

t≤mSc

|S(y)|
|S(y)|+|S(t)| ·a(y,t)(v), we have that vγS,m = ∑

y �=0S
y≤mS

āy ·uy
S . That is, ay(v

γ

S,m) =

ā y = ∑

t≤mSc

|S(y)|
|S(y)|+|S(t)| · a(y,t)(v). 
�

Subsequently, different from the potential approach of Hart and Mas-Colell [4], we show
that the H&R Shapley value satisfies related property of consistency based on “dividend”.
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Theorem 3 The solution γ is consistent.

Proof Let (N ,m, v) ∈ MC and S ⊆ N with S �= ∅. For each i ∈ S and for each j ∈ M+
i ,

by Lemma 1,

γi, j
(
S,mS, v

γ

S,m

) = ∑

y≤mS
yi = j

ay
(
v
γ
S,m

)

|S(y)|

= ∑

y≤mS
yi = j

1
|S(y)| · ∑

t≤mSc

|S(y)|
|S(y)|+|S(t)| · a(y,t)(v)

= ∑

y≤mS
yi = j

∑

t≤mSc

a(y,t)(v)
|S(y)|+|S(t)|

= ∑

x∈M N

xi = j

ax (v)
|S(x)|

= γi, j (N ,m, v).

Hence, the solution γ satisfies CON. 
�

6 Axiomatizations

In this section, we provide two types of axiomatizations of the H&R Shapley value. One is
the analogue of Myerson’s [12] axiomatization of the Shapley value by applying the property
of balanced contributions. The other is obtained by means of the property of consistency.

Theorem 4 1. A solution ψ on MC satisfies EFF, IIE, and UBC if and only if ψ = γ

2. A solution ψ on MC satisfies EFF, WIIE, and BC if and only if ψ = γ

Proof By Theorem 2, (1)—(2) are equivalent to each other, hence it only needs to prove
(1). It is known that γ satisfies EFF and IIE. Since γ admits a potential, γ satisfies BC by
Theorem 2.

To prove uniqueness, suppose that a solutionψ on MC satisfies EFF, IIE, and UBC. Since
ψ satisfies IIE and UBC,ψ(N ,m, v) = γ (N ,m, vψ) for all (N ,m, v) ∈ MC by Theorem 2.
By the definition of vψ and EFF of ψ , vψ = v. Hence ψ = γ , the proof is completed. 
�

Subsequently, we offer an axiomatization of the H&R Shapley value by means of PI.

Theorem 5 A solution ψ on MC satisfies EFF, IIE and PI if and only if ψ = γ

Proof It follows from Theorems 2 and 4. 
�
The balanced contributions property has a stronger version—BC and a weaker version—

UBC. The independence of individual expansions property and the efficiency property also
have the stronger versions—IIE and EFF, and the weaker versions—WIIE and WEFF, respec-
tively. In Theorem 4, we see that the H&R Shapley value can be characterized by means of
the three properties, the balanced contributions, the independence of individual expansions
and the efficiency properties. More precisely, in addition to EFF, a stronger version and
a weaker version between the balanced contributions and the independence of individual
expansions properties is needed to characterize the H&R Shapley value. However, this con-
clusion does not imply that the H&R Shapley value can be characterized by combining any
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two of the stronger versions and one of weaker versions among the three properties men-
tioned above. We define a solution on MC ,ψ , assigning to each (N ,m, v) ∈ MC an element
ψ(N ,m, v) = (ψi, j (N ,m, v))(i, j)∈L N ,m to be

ψi, j (N ,m, v) =
{
γi, j (N ,m, v) if |S(m)| = 1
γi, j

(
N , (mi , 0N\{i}), v

)
otherwise.

We find that ψ satisfies WEFF, IIE and BC but it violates EFF. This points out that the H&R
Shapley value can “not” be characterized by a weaker version—WEFF and two stronger
versions—IIE and BC. However, if in addition the consistency, the H&R Shapley value can
be characterized by all weaker versions of the three properties as follows.

Lemma 2 If a solution ψ on MC satisfies WEFF and CON then it also satisfies EFF.

Proof Let ψ be a solution on MC satisfies WEFF and CON, and (N ,m, v) ∈ MC . It is
trivial for |S(m)| = 1 by WEFF. Assume that |S(m)| ≥ 2. Let j ∈ S(m), consider the

reduced game
(
{ j},m j , v

ψ
{ j},m

)
of (N ,m, v) with respect to ψ , { j} and m. By the definition

of vψ{ j},m ,

v
ψ
{ j},m(m j ) = v(m)−

∑

i∈N\{ j}
ψi,mi (N ,m, v).

Since ψ satisfies CON, for k ∈ M+
j ,

ψ j,k(N ,m, v) = ψ j,k

(
{ j},m j , v

ψ
{ j},m

)
.

Then by WEFF,

ψ j,mi (N ,m, v) = v
ψ
{ j},m(m j ).

Hence
∑

i∈N
ψi,mi (N ,m, v) = v(m), i.e., ψ satisfies EFF. 
�

The following lemma relates the case of removing activity levels of a player before passing
to the reduced game to the case of removing activity levels of a player after the passage. We
show that the order does not matter.

Lemma 3 Given a solution ψ , (N ,m, v) ∈ MC, S ⊆ N, and y ∈ M S, y �= 0S. Then
(
S, y, vψS,m

) = (
S, y, vψS,(y,m N\S)

)
.

Proof It is easy to derive this result by the definitions of a subgame and a reduced game, we
omit it. 
�
Lemma 4 If a solution ψ on MC satisfies WIIE and CON then it also satisfies IIE.

Proof Suppose that a solution ψ on MC satisfies WIIE and CON. Let (N ,m, v) ∈ MC , i ∈
S(m) and j ∈ M+

i , j �= mi . Let yk = (m−i , j + k) for all k = 0, 1, 2, . . . ,mi − j . For all k,

consider the reduced game
(
{i}, j + k, vψ{i},yk

)
of the subgame (N , yk, v) of (N ,m, v) with

respect to ψ , {i} and yk , and the reduced game
(
{i}, j, vψ{i},y0

)
of the subgame (N , y0, v)
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of (N ,m, v) with respect to ψ ,{i} and y0, respectively. By Lemma 3,
(
{i}, j, vψ{i},yk

)
=

(
{i}, j, vψ{i},y0

)
. Hence, by WIIE and CON,

ψi, j (N , (m−i , j + k), v) = ψi, j (N , yk, v) (by yk = (m−i , j + k))

= ψi, j

(
{i}, j + k, vψ{i},yk

)
(by CON)

= ψi, j

(
{i}, j, vψ{i},yk

)
(by WIIE)

= ψi, j

(
{i}, j, vψ{i},y0

)
(by Lemma 3)

= ψi, j (N , y0, v) (by CON)
= ψi, j (N , (m−i , j), v) (by y0 = (m−i , j))

So, ψ satisfies IIE. 
�
Subsequently, we provide an axiomatization by means of the consistency property.

Theorem 6 1. A solution ψ on MC satisfies WEFF, WIIE, UBC and CON if and only if
ψ = γ

2. A solution ψ on MC satisfies WEFF, WIIE, BC and CON if and only if ψ = γ .

Proof This result follows from Lemmas 2, 4, and Theorems 3, 4. 
�
Inspired by Hart and Mas-Colell [4], we characterize the H&R Shapley value by means

of the properties of consistency and standard for two-person games.

• Standard of two-person games (ST): For all (N ,m, v) ∈ MC with |N | = 2,ψ(N ,m, v) =
γ (N ,m, v).

Remark 1 If a solution ψ satisfies ST and CON, then ψ = γ for all (N ,m, v) ∈ MC with
|S(m)| = 1. The proof is similar to the TU-case by adding a “dummy” player to one-person
problem, this is left to the reader. Hence, if ψ satisfies ST and CON, then it also satisfies
WEFF and WIIE.

Theorem 7 A solution ψ on MC satisfies ST and CON if and only if ψ = γ .

Proof Clearly, the solution γ satisfies ST. The remaining proofs follow from Remark 1,
Lemmas 2, 4 and Theorems 3, 4, 5. 
�

The following examples show that each of the axioms used in Theorems 4, 5 and 6 is
logically independent of the remaining axioms.

Example 1 Define a solutionψ on MC by for all (N ,m, v) ∈ MC and for all (i, j) ∈ L N ,m ,

ψi, j (N ,m, v) = 0.

It’s easy to verify that ψ satisfies IIE, BC and CON, but it violates WEFF and ST.

Example 2 Define a solutionψ on MC by for all (N ,m, v) ∈ MC and for all (i, j) ∈ L N ,m ,

ψi, j (N ,m, v) =
{
γi, j (N ,m, v) if j = mi

γi, j (N ,m, v)− ε otherwise,

where ε ∈ R\{0}. It’s easy to verify that ψ satisfies EFF, BC and CON, but it violates WIIE.
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Example 3 Define a solutionψ on MC by for all (N ,m, v) ∈ MC and for all (i, j) ∈ L N ,m ,

ψi, j (N ,m, v) = v(m−i , j)

|S(m−i , j)| .

It’s easy to verify that ψ satisfies EFF, IIE and CON, but it violates UBC.

Example 4 Define a solutionψ on MC by for all (N ,m, v) ∈ MC and for all (i, j) ∈ L N ,m ,

ψi, j (N ,m, v) =
{
γi, j (N ,m, v) if j = mi
v(m−i , j)
|S(m−i , j)| otherwise.

It’s easy to verify that ψ satisfies EFF, WIIE and UBC, but it violates CON.

Example 5 Define a solutionψ on MC by for all (N ,m, v) ∈ MC and for all (i, j) ∈ L N ,m ,

ψi, j (N ,m, v) =
{
γi, j (N ,m, v) if |S(m)| ≤ 2
γi, j (N ,m, v)− ε otherwise,

where ε ∈ R\{0}. It’s easy to verify that σ satisfies ST, but it violates CON.

Appendix: The proof of Theorem 2

Proof Let ψ be a solution on MC . To verify 1 ⇒ 2, suppose ψ admits a potential P . Let
(N ,m, v) ∈ MC and (i, ki ), ( j, k j ) ∈ L N ,m , i �= j ,

ψi,ki

(
N , (m− j , k j ), v

) − ψi,ki

(
N , (m− j , 0), v

)

= [
P

(
N , (m−i j , ki , k j ), v

) − P
(
N , (m−i j , 0, k j ), v

)]

− [
P

(
N , (m−i j , ki , 0), v

) − P
(
N , (m−i j , 0, 0), v

)]

= [
P

(
N , (m−i j , ki , k j ), v

) − P
(
N , (m−i j , ki , 0), v

)]

− [
P

(
N , (m−i j , 0, k j ), v

) − P
(
N , (m−i j , 0, 0), v

)]

= ψ j,k j (N , (m−i , ki ), v)− ψ j,k j (N , (m−i , 0), v).

Hence, ψ satisfies BC. To see that ψ satisfies WIIE, we show that it satisfies IIE. Let
(N ,m, v) ∈ MC and (i, j) ∈ L N ,m, j �= mi . For j ≤ l ≤ mi

ψi, j (N , (m−i , l), v)

= P (N , (m−i , j), v)− P (N , (m−i , 0), v)

= ψi, j (N ,m, v).

That is, ψ satisfies IIE.
To verify 2 ⇒ 3, suppose ψ satisfies BC and WIIE. Clearly, ψ satisfies UBC. It remains

to show that ψ satisfies IIE. Let (N ,m, v) ∈ MC . The proof proceeds by induction on the
number ‖m‖. It is true for ‖m‖ = 1 by WIIE. Assume that ψ satisfies IIE for ‖m‖ ≤ t − 1,
where t ≥ 2.
The case ‖m‖ = t : If |S(m)| = 1 then we have done by WIIE. Hence, without loss of
generality, we assume that |S(m)| ≥ 2. Two cases may be distinguished:
Case 1. If mi = 0 or 1 for all i ∈ N :
In this situation, there is no (i, j) ∈ L N ,m with j �= mi , hence we have done.
Case 2. There exist a, b ∈ N such that ma ≥ 2 and mb �= 0:
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For (i, j) ∈ L N ,m with j �= mi , let p ∈ S(m) and p �= i . For all k = 0, 1, 2, . . . ,mi − j ,
consider the game

(
N , (m−i p, j + k,m p), v

)
, by BC of ψ ,

ψi, j
(
N , (m−i p, j + k,m p), v

) − ψi, j
(
N , (m−i p, j + k, 0), v

)

= ψp,m p

(
N , (m−i p, j,m p), v

) − ψp,m p

(
N , (m−i p, 0,m p), v

)
.

Hence, for all k = 0, 1, 2, . . . ,mi − j ,

ψi, j
(
N , (m−i p, j + k,m p), v

)

= ψi, j
(
N , (m−i p, j + k, 0), v

) + ψp,m p

(
N , (m−i p, j,m p), v

)

−ψp,m p

(
N , (m−i p, 0,m p), v

)
.

Since ‖(m−i p, j +k, 0)‖ < ‖m‖, by the induction hypotheses, for all k = 0, 1, 2, . . . ,mi − j ,

ψi, j
(
N , (m−i p, j, 0), v

) = ψi, j
(
N , (m−i p, j + k, 0), v

)
.

So, for all k = 0, 1, 2, . . . ,mi − j ,

ψi, j
(
N , (m−i p, j,m p), v

)

= ψi, j
(
N , (m−i p, j, 0), v

) + ψp,m p

(
N , (m−i p, j,m p), v

)

−ψp,m p

(
N , (m−i p, 0,m p), v

)

= ψi, j
(
N , (m−i p, j + k, 0), v

) + ψp,m p

(
N , (m−i p, j,m p), v

)

−ψp,m p

(
N , (m−i p, 0,m p), v

)

= ψi, j
(
N , (m−i p, j + k,m p), v

)
.

That is, ψ satisfies IIE.
To verify 3 ⇒ 2, suppose ψ satisfies UBC and IIE. It remains to show that ψ satisfies

BC. Let (N ,m, v) ∈ MC and (i, ki ), ( j, k j ) ∈ L N ,m, i �= j . By IIE,

(i) ψi,ki

(
N , (m− j , k j ), v

) = ψi,ki

(
N , (m−i j , ki , k j ), v

)

(ii) ψi,ki

(
N , (m− j , 0), v

) = ψi,ki

(
N , (m−i j , ki , 0), v

)

(iii) ψ j,k j (N , (m−i , ki ), v) = ψ j,k j

(
N , (m−i j , ki , k j ), v

)

(iv) ψ j,k j (N , (m−i , 0), v) = ψ j,k j

(
N , (m−i j , 0, k j ), v

)
.

Using UBC to the game
(
N , (m−i j , ki , k j ), v

)
and by (i)—(iv),

ψi,ki

(
N , (m− j , k j ), v

) − ψi,ki

(
N , (m− j , 0), v

)

= ψi,ki

(
N , (m−i j , ki , k j ), v

) − ψi,ki

(
N , (m−i j , ki , 0), v

)
(by (i), (ii))

= ψ j,k j

(
N , (m−i j , ki , k j ), v

) − ψ j,k j

(
N , (m−i j , 0, k j ), v

)
(by UBC)

= ψ j,k j (N , (m−i , ki ), v)− ψ j,k j (N , (m−i , 0), v). (by (iii), (iv))

Hence ψ satisfies BC.
To verify 2 ⇒ 4, suppose ψ satisfies BC and WIIE, hence ψ satisfies IIE by 2 ⇒ 3.

It remains to show that ψ satisfies PI. Let (N ,m, v) ∈ MC and σ, σ ′ be two admissible
orders for (N ,m, v). Since every admissible order can be transformed to another admis-
sible order by applying transpositions, we can assume that σ ′ is a transposition of σ . Let
(i, h), ( j, k) ∈ L N ,m with i �= j and σ( j, k) = σ(i, h) + 1, such that σ ′(i, h) = σ( j, k),
σ ′( j, k) = σ(i, h) and σ ′(p, q) = σ(p, q) for all (p, q) ∈ L N ,m\{(i, h), ( j, k)}.
Since σ ′ is a transposition of σ , we have that
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(a) ψp,q(N , sσ,σ (p,q), v) = ψp,q(N , sσ
′,σ ′(p,q), v) and for all (p, q) ∈ L N ,m\{(i, h),

( j, k)}, ψp,q−1(N , sσ,σ (p,q), v) = ψp,q−1(N , sσ
′,σ ′(p,q), v).

(b) ψi,q(N , sσ,σ (i,q), v) = ψi,q(N , sσ
′,σ ′(i,q), v) and for all q ∈ M+

i , q �= h, ψi,q−1

(N , sσ,σ (i,q), v) = ψi,q−1(N , sσ
′,σ ′(i,q), v).

(c) ψ j,q(N , sσ,σ ( j,q), v) = ψ j,q(N , sσ
′,σ ′( j,q), v) and for all q ∈ M+

j , q �= k, ψ j,q−1

(N , sσ,σ ( j,q), v) = ψ j,q−1(N , sσ
′,σ ′( j,q), v).

Put x = sσ,σ (i,h)−1 = sσ
′,σ ′( j,k)−1, then xi = h − 1 and x j = k − 1. By (a)—(c),

∑

p∈N

m p∑

q=1

[
ψp,q(N , sσ,σ (p,q), v)− ψp,q−1(N , sσ,σ (p,q), v)

]

−
∑

p∈N

m p∑

q=1

[
ψp,q(N , sσ

′,σ ′(p,q), v)− ψp,q−1(N , sσ
′,σ ′(p,q), v)

]

= {[
ψi,h (N , (x−i , h), v)− ψi,h−1 (N , (x−i , h), v)

]

+ [
ψ j,k

(
N , (x−i j , h, k), v

) − ψ j,k−1
(
N , (x−i j , h, k), v

)]}

− {[
ψ j,k

(
N , (x− j , k), v

) − ψ j,k−1
(
N , (x− j , k), v

)]

+ [
ψi,h

(
N , (x−i j , h, k), v

) − ψi,h−1
(
N , (x−i j , h, k), v

)]}

= {[ψi,h (N , (x−i , h), v)− ψi,h−1 (N , x, v)] (by IIE)

+ [
ψ j,k

(
N , (x−i j , h, k), v

) − ψ j,k−1 (N , (x−i , h), v)
]}

(by IIE)

− {[
ψ j,k

(
N , (x− j , k), v

) − ψ j,k−1 (N , x, v)
]

(by IIE)

+ [
ψi,h

(
N , (x−i j , h, k), v

) − ψi,h−1
(
N , (x− j , k), v

)]}
(by IIE)

= [
ψi,h (N , (x−i , h), v)− ψ j,k−1 (N , (x−i , h), v)

]

− [
ψi,h−1 (N , x, v)− ψ j,k−1 (N , x, v)

]

+ [
ψ j,k

(
N , (x−i j , h, k), v

) − ψih
(
N , (x−i j , h, k), v

)]

− [
ψ j,k

(
N , (x− j , k), v

) − ψi,h−1
(
N , (x− j , k), v

)]
. (5)

If h = k = 1 then xi = x j = 0, we have that

(5) = ψi,1
(
N , (x−i j , 1, 0), v

) + ψ j,1
(
N , (x−i j , 1, 1), v

)

− ψi,1
(
N , (x−i j , 1, 1), v

) − ψ j,1
(
N , (x−i j , 0, 1), v

)

= ψi,1
(
N , (x−i j , 1, 0), v

) − ψi,1
(
N , (x−i j , 1, 1), v

)

+ ψ j,1
(
N , (x−i j , 1, 1), v

) − ψ j,1
(
N , (x−i j , 0, 1), v

)
(by BC)

= 0.

If h = 1 and k > 1 then xi = 0, we have that

(5) = ψi,1 (N , (x−i , 1), v)− ψ j,k−1 (N , (x−i , 1), v)
+ ψ j,k−1 (N , x, v)+ ψ j,k

(
N , (x−i j , 1, k), v

)

− ψi,1
(
N , (x−i j , 1, k), v

) − ψ j,k
(
N , (x− j , k), v

)

= {ψi,1 (N , (x−i , 1), v)− ψ j,k−1 (N , (x−i , 1), v)+ ψ j,k−1 (N , x, v)}
+ {

ψ j,k
(
N , (x−i j , 1, k), v

) − ψi,1
(
N , (x−i j , 1, k), v

) − ψ j,k
(
N , (x− j , k), v

)}

= ψi,1
(
N , (x−i j , 1, 0), v

) − ψi,1
(
N , (x−i j , 1, 0), v

)
(by BC)

= 0.

If h > 1 and k = 1 then the proof is similar to the case of h = 1, k > 1.
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If h > 1 and k > 1 then we have that

(5) = [
ψi,h (N , (x−i , h), v)− ψ j,k−1 (N , (x−i , h), v)

]

− [
ψi,h−1 (N , x, v)− ψ j,k−1 (N , x, v)

]

+ [
ψ j,k

(
N , (x−i j , h, k), v

) − ψi,h
(
N , (x−i j , h, k), v

)]

− [
ψ j,k

(
N , (x− j , k), v

) − ψi,h−1
(
N , (x− j , k), v

)]

= [
ψi,h

(
N , (x−i j , h, 0), v

) − ψ j,k−1 (N , (x−i , 0), v)
]

(by BC)

− [
ψi,h−1

(
N , (x− j , 0), v

) − ψ j,k−1 (N , (x−i , 0), v)
]

(by BC)

+ [
ψ j,k

(
N , (x−i j , 0, k), v

) − ψi,h
(
N , (x−i j , h, 0), v

)]
(by BC)

− [
ψ j,k

(
N , (x−i j , 0, k), v

) − ψi,h−1
(
N , (x− j , 0), v

)]
(by BC)

= 0.

Hence, ψ satisfies PI.
To verify 4 ⇒ 5, suppose ψ satisfies PI and IIE. Let (N ,m, v)∈ MC . The proof proceeds

by induction on the number ‖m‖. If ‖m‖ = 1, let S(m) = {i} and mi = 1, then by the
definition of vψ and efficiency of γ ,

ψi,1(N ,m, v) = vψ(m) = γi,1(N ,m, vψ).

Suppose that ψ(N ,m, v) = γ (N ,m, vψ) for ‖m‖ ≤ k, where k ≥ 1.
The case ‖m‖ = k+1: For every (h, l) ∈ L N ,m, l �= mh , by IIE and induction hypotheses,

ψh,l(N ,m, v) = ψh,l (N , (m−h, l), v)

= γh,l
(
N , (m−h, l), vψ

)

= γh,l
(
N ,m, vψ

)
. (6)

Hence it remains to show that ψh,mh (N ,m, v) = γh,mh (N ,m, vψ) for all h ∈ N . For every
(h,mh) ∈ L N ,m , let σh be an admissible order with σh(h,mh) = ‖m‖ = k + 1. Since ψ
satisfies PI, for all h, h′ ∈ N ,

ψh,mh (N ,m, v)− ψh,mh−1(N ,m, v)

+
mh−1∑

j=1

[
ψh, j (N , sσh ,σh(h, j), v)− ψh, j−1(N , sσh ,σh(h, j), v)

]

+
∑

i∈N\{h}

mi∑

j=1

[
ψi, j (N , sσh ,σh(i, j), v)− ψi, j−1(N , sσh ,σh(i, j), v)

]

= ψh,mh′ (N ,m, v)− ψh,mh′−1
(N ,m, v)

+
mh′−1∑

j=1

[
ψh′, j (N , sσh′ ,σh′ (h′, j), v)− ψh′, j−1(N , sσh′ ,σh′ (h′, j), v)

]

+
∑

i∈N\{h′}

mi∑

j=1

[
ψi, j (N , sσh′ ,σh′ (i, j), v)− ψi, j−1(N , sσh′ ,σh′ (i, j), v)

]
. (7)

Since the H&R Shapley value γ admits a potential, γ satisfies PI. So, for all h, h′ ∈ N ,

γh,mh (N ,m, vψ)− γh,mh−1(N ,m, vψ)

123



612 J Glob Optim (2009) 45:597–613

+
mh−1∑

j=1

[
γh, j (N , sσh ,σh(h, j), vψ)− γh, j−1(N , sσh ,σh(h, j), vψ)

]

+
∑

i∈N\{h}

mi∑

j=1

[
γi, j (N , sσh ,σh(i, j), vψ)− γi, j−1(N , sσh ,σh(i, j), vψ)

]

= γh,mh′ (N ,m, vψ)− γh,mh′−1
(N ,m, vψ)

+
mh′−1∑

j=1

[
γh′, j (N , sσh′ ,σh′ (h′, j), vψ)− γh′, j−1(N , sσh′ ,σh′ (h′, j), vψ)

]

+
∑

i∈N\{h′}

mi∑

j=1

[
γi, j (N , sσh′ ,σh′ (i, j), vψ)− γi, j−1(N , sσh′ ,σh′ (i, j), vψ)

]
. (8)

For every h ∈ N , let

Cψh = −ψh,mh−1(N ,m, v)+
mh−1∑

j=1

[
ψh, j (N , sσh ,σh(h, j), v)− ψh, j−1(N , sσh ,σh(h, j), v)

]

+
∑

i∈N\{h}

mi∑

j=1

[
ψi, j (N , sσh ,σh(i, j), v)− ψi, j−1(N , sσh ,σh(i, j), v)

]
,

and

Cγh = −γh,mh−1(N ,m, vψ)+
mh−1∑

j=1

[
γh, j (N , sσh ,σh(h, j), vψ)− γh, j−1(N , sσh ,σh(h, j), vψ)

]

+
∑

i∈N\{h}

mi∑

j=1

[
γi, j (N , sσh ,σh(i, j), vψ)− γi, j−1(N , sσh ,σh(i, j), vψ)

]
.

Since ‖sσh ,σh(i, j)‖ ≤ k for (i, j) �= (h,mh), by (6) and the induction hypotheses, we see that
for all h ∈ N , Cψh = Cγh . Let Ch = Cψh = Cγh for all h ∈ N , hence, Eqs. 7 and 8 become

ψh,mh (N ,m, v)+ Ch = ψh,mh′ (N ,m, v)+ Ch′ , (9)

and

γh,mh (N ,m, vψ)+ Ch = γh,mh′ (N ,m, vψ)+ Ch′ . (10)

Combining Eqs. 9 with 10, we obtain that for all h, h′ ∈ N ,

ψh,mh (N ,m, v)− γh,mh (N ,m, vψ) = ψh,mh′ (N ,m, v)− γh,mh′ (N ,m, vψ),

Let d = ψh,mh (N ,m, v) − γh,mh (N ,m, vψ) for all h ∈ N . By the definition of vψ and the
efficiency of γ ,

|N | · d = ∑
h∈N ψh,mh (N ,m, v)− ∑

h∈N γh,mh (N ,m, vψ)
= vψ(m)− vψ(m)
= 0.

Hence, for all h ∈ N , d = ψh,mh (N ,m, v) − γh,mh (N ,m, vψ) = 0. That is, for all h ∈ N ,
ψh,mh (N ,m, v) = γh,mh (N ,m, vψ). Hence ψ(N ,m, v) = γ (N ,m, vψ).
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To verify 5 ⇒ 1, suppose that ψ(N ,m, v) = γ (N ,m, vψ) for all (N ,m, v) ∈ MC .
Since the H&R Shapley value γ on MC admits a potential Pγ , we define a function of ψ as
Pψ(N ,m, v) = Pγ (N ,m, vψ) for all (N ,m, v) ∈ MC . Then for every (i, j) ∈ L N ,m ,

Pψ (N , (m−i , j), v)− Pψ (N , (m−i , 0), v)

= Pγ
(
N , (m−i , j), vψ

) − Pγ
(
N , (m−i , 0), vψ

)

= γi, j (N ,m, vψ)

= ψi, j (N ,m, v).

By Definition 2, the solution ψ admits a potential Pψ . 
�
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